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 A B S T R A C T

Zero-shot relation extraction (ZeroSRE) task aims to identify and extract new relations that have not appeared 
in the training process. The semantic matching based method has gained significant attention in recent 
years, which predicts relationships by matching sentences with relational descriptions. However, while most 
research methods have improved sentence representation quality, they have not fully eliminated interference 
from complex semantics. Moreover, these methods are prone to misclassifying different relations as the 
same type when they share similar contextual and entity information. To solve these issues, we propose 
an efficient Semantic Distillation Method for Zero-Shot Relation Extraction (SDZRE) based on fine-grained 
semantic matching for ZeroSRE tasks. Specifically, We innovatively design a bidirectional semantic distiller to 
overcome the limitations of solely removing irrelevant features. This approach enables more effective extraction 
of the core semantics of sentences, thereby mitigating the interference of complex semantics. Additionally, we 
propose a novel contrastive learning framework that integrates the bidirectional semantic distiller and employs 
a combination of random masking and feature truncation strategies for data augmentation. This framework 
effectively amplifies the differences between similar relations, helping the model learn more meaningful feature 
representations and reducing the impact of relation similarity. Furthermore, we introduce a multi-negative 
sample selection and training strategy to further refine the relational feature space, thereby enhancing the 
discriminative ability of model. Extensive experimental results show that SDZRE, while maintaining efficient 
inference, significantly outperforms existing methods in extracting core semantics, reducing complex semantic 
interference, distinguishing similar relations, and enhancing the discriminative ability of model. It achieves 
state-of-the-art (SOTA) performance, providing a novel approach for the ZeroSRE task that balances both 
performance and efficiency.
1. Introduction

Relation Extraction (RE) task involves identifying and extracting 
relations between entities in a given context. It is an essential com-
ponent of Information Extraction (IE) (Zhang et al., 2024) and serves 
as a crucial upstream process for many Natural Language Processing 
(NLP) tasks. Although relation extraction has made significant progress 
in supervised learning (Soares et al., 2019; Zheng et al., 2021), ex-
isting methods heavily rely on large-scale annotated data (He et al., 
2023), and the labeling cost rises as the number of relations increases. 
Additionally, supervised extraction methods tend to have insufficient 
generalization capability when handling unseen relation types during 
training (Han et al., 2021). To address this issue, the zero-shot relation 
extraction (ZeroSRE) task has emerged.
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(Y. Chen).

The ZeroSRE aims to enable a model, through training on seen rela-
tions, to accurately identify and extract unseen relations (Wang et al., 
2019). At present, the mainstream ZeroSRE methods include semantic 
matching (Obamuyide & Vlachos, 2018), classification network-based 
method (Liu et al., 2022), prompt learning (Zhang et al., 2022), and uti-
lizing large language models (Huang et al., 2023), among which seman-
tic matching has gained significant attention in recent years. Semantic 
matching can be categorized into coarse-grained and fine-grained meth-
ods. Coarse-grained semantic matching makes overall matching by 
stitching together different feature representations of sentence. For 
example, ZS-BERT (Chen & Te Li, 2021) projects sentences and relation 
descriptions into the same embedding space for semantic matching. 
However, since the method concatenating all features may introduce 
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Fig. 1. Examples of different methods. (a) An example of the previous zero-shot relation extraction method based on semantic matching;.
noise, it leads to inaccurate matching, and the method performs poorly 
in handling similar relations. In contrast, fine-grained semantic match-
ing decomposes sentences into smaller semantic units for matching, 
making it more sensitive to contextual variations, thus demonstrating 
a stronger capability in handling complex and similar relations. For 
example, RE-Matching (Zhao et al., 2023) takes ZeroSRE performance 
to a new level by using fine-grained semantic matching for the first 
time. However, although existing methods have improved the quality 
of sentence representations, they have not completely eliminated the 
interference of complex semantics and are prone to misclassifying 
different relations that share similar contextual and entity information 
as the same type. To this end, this paper proposes a semantic distillation 
method based on fine-grained semantic matching (SDZRE). There are 
three main points in this paper, and the corresponding examples are 
shown in Fig.  1(b).

First of all, the principle of compositionality in Fregean semantics 
holds that the meaning of a sentence is jointly determined by the 
meanings of its constituent parts and the way in which they are 
composed, which suggests that different parts of a text must carry 
different semantic weights and contribute differently to the construc-
tion of the overall semantics. This concept can also be explained by 
the way photographers accentuate the visual focus of their composi-
tions. They usually enhance the visual presence of the subject while 
attenuating the visual interference of the background to highlight the 
main object. Therefore, when processing text, it is necessary to enhance 
its main features and suppress irrelevant features, so as to highlight 
its core semantic relations, and thus accurately understand the text. 
However, although existing methods have tried to deal with irrele-
vant features, they still cannot completely eliminate the interference 
caused by complex contexts. To this end, we design a bidirectional 
semantic distiller, which aims to enhance relevant features and weaken 
irrelevant features through a complementary approach, thus achieving 
higher-quality context representation.

Secondly, distinguishing similar relations during the matching pro-
cess remains a challenge in the ZeroSRE task. It is often difficult for 
existing methods to accurately predict highly semantically similar rela-
tions. This is because these relations may overlap in the representation 
2 
space, causing the model to be unable to distinguish effectively. For 
example, like the sentences ‘‘In 1978, he replaced Thomas Erdelyi in 
the Ramones, assuming the name Marky Ramone’’. and ‘‘The Doctor 
tries to restore the universe with the help of River and the alter-
native universe versions of his companions Amy Pond(Karen Gillan) 
and Rory Williams(Arthur Darvill)’’., where the semantics of the rela-
tions ‘‘member_of’’ and ‘‘part_of’’ are highly similar, making it difficult 
for the model to distinguish them correctly. In order to better solve 
this problem, we drew inspiration from the SimCLR contrastive learn-
ing framework (Nguyen et al., 2021) in visual tasks and designed 
a contrastive learning framework specifically suited for the ZeroSRE 
task. Building on the bidirectional semantic distiller, this framework 
incorporates data augmentation strategies based on random masking 
and feature truncation to generate diverse representations of known 
relations. These representations, along with the input representations, 
are treated as positive sample pairs for contrastive learning.

Thirdly, in baseline models, the matching process usually selects 
negative samples at random. Although this strategy is simple and 
effective, it may lead to too simple decision boundary of the model, or 
only learn some simple features with obvious differences while ignoring 
more important complex features, so that it is difficult to capture 
the subtle differences between positive and negative samples. For this 
reason, we select negative samples based on similarity and adopt a 
multi-negative sample strategy inspired by the work of Shuen Wang 
et al. (Wang, Duan et al., 2022). This strategy involves learning from 
both hard negative samples with high similarity to positive samples and 
semi-hard negative samples with lower similarity, helping the model 
enhance its ability to capture subtle differences between samples.

The proposed SDZRE method offers the following advantages:
(1) The bidirectional semantic distiller avoids the limitations of 

simply removing irrelevant features, effectively eliminating noise while 
enhancing the ability to extract the core semantics of a sentence.

(2) The proposed contrastive learning framework focuses more on 
core semantic features and employs various strategies to generate 
diverse representations. This not only mitigates the risk of semantic 
drift but also forces the model to attend to more discriminative local 
semantics.
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(3) By leveraging a multi-negative sample strategy, the model learns 
subtle differences between positive samples and easily confused nega-
tive samples, further refining the decision boundaries of the relational 
feature space. This significantly enhances its robustness to ambiguous 
semantic boundaries.

In summary, our main contributions are the following five points:
(1) We propose a semantic distillation method based on fine-grained 

semantic matching, which significantly enhances the utilization of 
sentence semantics and effectively mitigates the interference of similar 
relations.

(2) We innovatively design a bidirectional semantic distiller that 
dynamically reinforces key information while suppressing irrelevant se-
mantics, effectively improving the extraction of core sentence semantics 
and reducing the impact of complex semantics.

(3) We design a contrastive learning framework based on the bidi-
rectional semantic distiller, enabling the model to learn more dis-
criminative feature representations, further increasing the distinction 
between similar relations and effectively alleviating confusion among 
them.

(4) We explore and leverage a multi-negative sample strategy, con-
structing and learning from negative samples with varying similarity 
levels to further enhance the model’s discrimination and generalization 
capabilities.

(5) Experimental results on FewRel and Wiki-ZSL datasets show that 
SDZRE achieves a new SOTA performance that significantly outper-
forms the existing SOTA methods, which fully proves the effectiveness 
and superiority of our method.

The rest of the paper is structured as follows. Section 2 discusses 
the related work, particularly on zero-shot relation extraction and 
contrastive learning. Section 3 presents the proposed model and its 
components. Section 4 outlines our experiments, results and analyses. 
Section 5 concludes the paper.

2. Related work

2.1. Zero-shot relation extraction

The purpose of the ZeroSRE is to identify and extract unseen rela-
tions between entities in scenarios without training instances. The task 
was initially regarded as a question-answering task (Levy et al., 2017), 
which inevitably requires manually defined question templates for new 
relations. The existing methods for the ZeroSRE task can be grouped 
into four main categories.

The first method is a classification network-based method, which 
treats relation extraction as a classification problem by introducing 
a classification network to predict relations (Lv et al., 2023). For 
example, MCMN (Liu et al., 2022) achieves ZeroSRE by multi-choice 
prompt and triple-interpreter learning pre-training. This type of method 
can effectively improve prediction accuracy and stability using classifi-
cation techniques, but these methods overly relies on manual templates 
and the computational cost increases significantly with the increase 
of the number of unknown relations (Li, Zhang et al., 2024). The 
second method is a prompt learning-based method, which guides pre-
trained language models to directly generate or identify relations by 
constructing appropriate prompts(Guo et al., 2024). For example, ZS-
SKA (Gong & Eldardiry, 2024) effectively extracts unknown relational 
triples in a zero-shot setting through semantic knowledge augmentation 
and virtual label construction. NSP-RTE (Liao et al., 2024) transforms 
relation extraction into a next-sentence prediction task, eliminating 
the need for sample synthesis. This type of method can significantly 
reduce labeling costs in zero-shot scenarios without requiring a large 
amount of annotated data. However, such methods depends on syn-
thetic data or external resources, and in some cases, similar relations 
with minor differences in description templates may cause confusion 
due to semantic overlap. Moreover, in complex semantic scenarios, the 
coverage of synthetic data is often insufficient, and the model’s ability 
3 
to comprehend intricate semantic structures is limited. As a result, 
the accuracy of relation extraction decreases, ultimately affecting task 
performance. The third method is based on large language models. 
Such methods typically utilize the pre-training knowledge of large 
models to identify complex relation types and make predictions without 
annotated data (Agrawal et al., 2022; Zhou et al., 2024). For example, 
ChatIE (Wei et al., 2023) effectively improved the performance of 
ZeroSRE task by using a large-scale language model. REA (Layegh 
et al., 2024) integrates external knowledge for prompt tuning, enabling 
the direct extraction of entities and their relations from unlabeled 
text. Such methods have brought new breakthroughs to the field (Li 
et al., 2023; Zhang et al., 2023), enabling efficient identification and 
extraction of unknown relations without requiring additional annotated 
data, thereby significantly reducing data annotation and development 
costs.but many methods have not been specifically optimized for simi-
lar relations, making it difficult to distinguish their subtle differences. 
Especially during the inference process, the model fails to effectively 
handle complex sentence structures and semantic dependencies, lead-
ing to a decline in relation extraction accuracy. Moreover, the high 
inference cost limits multiple optimization attempts, further impacting 
task performance.

The fourth method is a semantic matching based method that 
matches the relation descriptions with the input instances correspond-
ingly and minimizes the distance between them. For example, ZS-BERT 
learns relation representations through relation descriptions and uses 
nearest neighbor search to predict unseen relations in new sentences. 
In recent years, most research have built upon this method, further 
improving the quality of semantic representations through techniques 
such as semantic alignment, contrastive learning, and the incorporation 
of external knowledge (Wang et al., 2019; Zhao et al., 2024). (Chen 
et al., 2023) enhanced the performance of zero-shot relation extrac-
tion by leveraging graph structures to provide additional semantic 
information for the model. Li, Zhang et al. (2024) were the first to 
propose aligning input text with relation descriptions through encoding 
and semantic alignment, mapping them into a shared semantic space. 
However, these methods focus only on sentence-level semantics and 
suffers from the problems of easily confusing similar relations and 
insensitivity to complex syntax and lexical polysemy. Zhao et al. (2023) 
proposed a fine-grained semantic matching method, enabling the model 
to focus more on the information between specific features within a 
sentence, thereby partially addressing the limitations of coarse-grained 
matching. However, there are still limitations in the method when 
facing complex relation types and highly similar semantics. Li, Bai 
et al. (2024) incorporated a multi-granularity matching mechanism 
to capture detailed features in entity pairs and relation descriptions, 
enhancing model performance and generalization ability through infor-
mation fusion. Our method is based on fine-grained semantic matching, 
but it is also significantly different from existing methods. Without 
relying on explicitly labeled data, we innovatively design a more com-
prehensive semantic distillation method to overcome the limitations 
of existing approaches in extracting core semantics. Additionally, we 
propose a multi-negative sample strategy to construct diverse and 
highly distinguishable negative samples.

2.2. Contrastive learning

The core idea of the contrastive learning task is to learn more 
discriminative feature representations by constructing pairs of positive 
and negative samples to bring positive pairs closer together and push 
negative pairs farther apart in the potential space (Chen & Li, 2024; He 
et al., 2020; Zhu et al., 2022). In the field of Natural Language Process-
ing (NLP), contrastive learning has been gradually applied to improve 
the ability of the models to distinguish semantic relations (Xu et al., 
2024). For example, ConSERT (Yan et al., 2021) introduced contrastive 
learning in the representation layer of the pre-trained language model, 
which significantly improved the performance of the model in text 
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Fig. 2. The overall architecture of the proposed SDZRE.

similarity tasks. DeCLUTR (Giorgi et al., 2021) used an unsupervised 
contrastive learning method to capture fine-grained semantic relations 
in sentences th rough self-supervised training at the sentence level. 
RCL (Wang, Zhang et al., 2022) employs Dropout as a data aug-
mentation technique to amplify semantic differences between similar 
instances without disrupting relation representations. CL&CD (Yang 
et al., 2024) adopts a two-stage contrastive learning approach, lever-
aging both pseudo-labeled and labeled data for training. However, 
these methods face challenges such as difficulty in capturing complex 
semantic variations and high computational complexity. Inspired by 
these contrastive learning tasks, we introduce a contrastive learning 
method in this study, combined with a bidirectional semantic distiller, 
to help the model focus more on core semantics, better learn and 
amplify differences between similar relations, and ultimately obtain 
more effective feature representations.

3. Methodology

3.1. Task formulation

The goal of the zero-shot relation extraction (ZeroSRE) task is to 
generalize to the unseen relations 𝑅𝑢 =

{

𝑟1𝑠 , 𝑟
2
𝑠 ,… , 𝑟𝑚𝑠

} by learning 
the samples in the seen relations 𝑅𝑠 =

{

𝑟1𝑢 , 𝑟
2
𝑢 ,… , 𝑟𝑛𝑢

}

. Moreover, the 
two relation sets are disjoint, and the model can only learn from the 
samples in the seen relations 𝑅𝑠 during training. Following previous 
work (Chen & Te Li, 2021; Zhao et al., 2023), we formulate the ZeroSRE 
as a semantic matching task.

In the training phase, given a training set 𝐷 =
{(

𝑋𝑖, 𝑒𝑖ℎ, 𝑒𝑖𝑡, 𝑦𝑖, 𝑝𝑖
)

∣ 𝑖 = 1, 2,… , 𝑁} containing 𝑁 sample data, where 𝑋𝑖 represents input 
sentence, 𝑒𝑖ℎ represents head entity, 𝑒𝑖𝑡 represents tail entity, 𝑦𝑖 ∈ 𝑅𝑠
represents relation and 𝑝𝑖 represents relation description. We optimize a 
semantic matching model  (

𝑋, 𝑒ℎ, 𝑒𝑡, 𝑝
)

→ 𝑠 ∈ R on 𝑅𝑠 by a designed 
semantic distillation method, where 𝑠 represents the matching score 
between the input sentence 𝑋 and the relation description 𝑝.

In the testing phase, given a sample (𝑋𝑗 , 𝑒𝑗ℎ, 𝑒𝑗𝑡
) from the unseen 

relations 𝑅𝑢, we use the model  to calculate the matching score 
between the relation description and the input sentence, and select the 
relation with the highest matching score as the prediction result.
4 
3.2. Model overview

Our proposed SDZRE is shown in Fig.  2, which consists of five 
major parts: input sentence encoder, relational description encoder, 
bidirectional semantic distiller, contrastive learning and fine-grained 
semantic matching.

First, BERT (Devlin et al., 2019) is used as a pre-training encoder 
for the input sentence encoder to generate representation vectors for 
the entity and context. Sentence-BERT (Reimers & Gurevych, 2019) 
is used as a pre-training encoder for the relation description encoder 
to generate entity and context representation vectors in the relation 
description. The bidirectional semantic distiller is used to weaken 
irrelevant features in context representation and strengthen relevant 
features, thereby improving the effect of context matching. Contrastive 
learning is performed by utilizing enhanced representations of different 
context representations in the same batch to further optimize the 
discriminant power of the model. Finally, the fine-grained semantic 
matching module matches the entity and context representation of 
the input sentence with the entity and context representation of the 
relation description, ensuring that the model can capture more accurate 
semantic information (see Fig.  3).

3.3. Pretraining encoder

3.3.1. Input sentence encoder
We choose BERT as a pre-trained encoder to generate entity and 

context representations of input sentences. Specifically, given an input 
sentence 𝑋𝑖 =

{

𝑥𝑖1, 𝑥
𝑖
2,… , 𝑥𝑖𝑛

}

, four special tokens [𝐸ℎ
]

, [⧵𝐸ℎ
]

, [𝐸𝑡
] and 

[

⧵𝐸𝑡
] are used to mark the head entity and tail entity in the sentence. 

After obtaining the output of the encoder, we use special tokens [𝐸ℎ
]

and [𝐸𝑡
] to obtain the representation of the head entity, the tail entity, 

and the context representation. The specific formula is as follows: 
𝐱𝑖1, 𝐱

𝑖
2,… , 𝐱𝑖𝑛 = BERT

(

𝑥𝑖1, 𝑥
𝑖
2,… , 𝑥𝑖𝑛

)

(1)

ℎ𝑖[
𝐸ℎ

] = WeightPooling
(

𝐱𝑖1, 𝐱
𝑖
2,… , 𝐱𝑖𝑛

)

(2)

ℎ𝑖[
𝐸𝑡

] = WeightPooling
(

𝐱𝑖1, 𝐱
𝑖
2,… , 𝐱𝑖𝑛

)

(3)

ℎ𝑖 = 𝐱𝑖[
𝐸ℎ

] ⊕ 𝐱𝑖[
𝐸𝑡

] (4)

where, 𝐱𝑖𝑛 represents the hidden state of the token 𝑥𝑖𝑛, ℎ𝑖[𝐸ℎ
] is the 

embedded representation of the head entity, and ℎ𝑖[
𝐸𝑡

] is the embedded 
representation of the tail entity. We concatenate the hidden states of 
two special tokens [𝐸ℎ

]

, [𝐸𝑡
] to form a context embedded representa-

tion ℎ𝑖, and ⊕ represents the concatenation operator. We take a similar 
approach to Lin et al. (2017) and use a weight pool to extract the entity 
representation from 𝐱𝑖𝑛.

3.3.2. Relation description encoder
Relation descriptions 𝑝 ∈

{

𝑝1, 𝑝2,… , 𝑝𝑛
} are brief textual descrip-

tions of the type of relation. For example, the corresponding relation 
description for ‘‘born in’’ is ‘‘The city where someone was born’’. We 
use Sentence-BERT as a pre-trained encoder to generate the correspond-
ing entity and context representations. Specifically, given a relation 
description 𝑝𝑖, the corresponding embedded representation is obtained 
by the head entity abbreviation 𝑠ℎ, the tail entity abbreviation 𝑠𝑡, and 
the relation description 𝑑𝑒𝑠 =

{

𝑤1, 𝑤2,… , 𝑤𝑛
}

, the specific formula is 
as follows: 
𝑑𝑣 = Sentence − BERT (𝑑𝑒𝑠) (5)

𝑑ℎ = Sentence − BERT
(

𝑠ℎ
)

(6)

𝑑𝑡 = Sentence − BERT
(

𝑠
)

(7)
𝑡
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Fig. 3. SDZRE Overall Process Diagram. First, we use BERT to encode the input sentences and Sentence-BERT to encode the relation descriptions. The resulting representations 
contain both entity and contextual information. Next, the context representation of the input sentence is passed into the bidirectional semantic distiller. This module extracts the core 
semantics of the sentence by weakening irrelevant features and strengthening relevant features, thereby reducing interference from complex semantics. Then, the obtained results 
are fed into the contrastive learning module, where data is augmented using random masking and feature truncation strategies. This generates multiple different representations 
for the same relation to facilitate effective learning. Simultaneously, the results and the entity representations are combined with the relation description’s entity and context 
representations and sent into the semantic matching module. The semantic matching module employs a fine-grained matching approach, combining marginal ranking loss and a 
multi-negative sample selection strategy to help the model better perform relation matching.
Fig. 4. The overall framework of the fusion projection distiller. The module effectively identifies irrelevant features through a fusion attention approach that combines dot-product 
attention with reverse attention. Then, these irrelevant features are removed from the representation by vector projection.
where, 𝑑𝑣 is the context embedded representation of the relation de-
scription, 𝑑ℎ is the head entity embedded representation of the relation 
description, and 𝑑𝑡 is the tail entity embedded representation of the 
relation description.

3.4. Bidirectional semantic distiller

Since irrelevant features in context embedded representations may 
interfere with model learning, the model needs to be able to identify 
and weaken these irrelevant features, resulting in a higher quality and 
more efficient representation. To achieve this goal, we design a bidi-
rectional semantic distiller, which not only weakens the influence of 
irrelevant features, but also improves the influence of relevant features.
5 
3.4.1. Fusion projection distiller
The overall framework of the component is shown in Fig.  4. The 

module mainly consists of an irrelevant selection layer and a projection 
calculation layer, whose task is to first identify irrelevant features and 
then remove them. The purpose of the irrelevant selection layer is to 
identify features that are irrelevant to the relation. Specifically, the 
encoder output 𝐱𝑖𝑛 is initially screened through the dot-product atten-
tion mechanism to capture potentially irrelevant features, and then the 
reverse attention mechanism (Huang et al., 2017) is introduced to assist 
the dot-product attention mechanism to further identify those features 
that are not highly attended to, which may be relevant to the relation. 
Through this fusion attention strategy, the model can more accurately 
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Fig. 5. The overall framework of Gaussian adaptive selector. The position weights are dynamically adjusted by the Gaussian-weighted attention mechanism, and the weighted 
results are combined with the traditional attention mechanism to accurately select the relevant features in each context representation.
identify irrelevant features, and the specific formula is as follows: 
𝐴𝑑𝑜𝑡 = Sof tmax

(

𝑄 ⋅𝐾𝑇 ) ⋅ 𝑉 (8)

𝐴𝑖𝑛𝑣 =
(

1 − Sof tmax
(

𝑄 ⋅𝐾𝑇 )) ⋅ 𝑉 (9)

𝐴′
𝑖𝑛𝑣 = 𝐴𝑖𝑛𝑣 −

(

𝐴𝑖𝑛𝑣 ⋅ 𝐴𝑑𝑜𝑡 ⋅ 𝐴𝑑𝑜𝑡

|

|

𝐴𝑑𝑜𝑡
|

|

2

)

(10)

ℎ−𝑖 = 𝐴𝑑𝑜𝑡 + 𝐴′
𝑖𝑛𝑣 (11)

where, 𝑄 is the query matrix composed of the query vector 𝑞, 𝐾 and 
𝑉  are the key and the value matrix, respectively. 𝐴𝑑𝑜𝑡 and 𝐴𝑖𝑛𝑣 are 
the irrelevant features obtained through the dot-product attention and 
reverse attention, respectively. 𝐴′

𝑖𝑛𝑣 is the irrelevant features computed 
by vector projection, i.e. those irrelevant features that are not paid 
attention to by the dot-product attention. |

|

𝐴𝑑𝑜𝑡
|

|

2 is the square of the 
length of 𝐴𝑑𝑜𝑡, ℎ−𝑖  represents the finally obtained irrelevant features. 
In addition, we introduce the Gradient Reverse Layer (GRL) (Ganin & 
Lempitsky, 2015), which is widely used in related research, to ensure 
that query vector 𝑞 can identify and select irrelevant features. The 
function of GRL is to keep the input unchanged when propagating 
forward, and reverse the gradient when propagating backward. The 
specific formula is as follows: 
𝐶𝑝𝑖 =  ⋅ 𝐺𝑅𝐿

(

𝐴𝑑𝑜𝑡
)

+ 𝑏 (12)

𝐿𝑅𝑒𝑣 = − 1
𝑁

𝑁
∑

𝑖=1
𝑦𝑖 ⋅ log

(

Sof tmax
(

𝐶𝑝𝑖
))

(13)

where, 𝐶𝑝𝑖 represents the output of the classifier,  and 𝑏 represent the 
classification weight and bias, respectively, 𝐿𝑅𝑒𝑣 represents the reverse 
gradient loss, and 𝑁 represents the number of samples in the batch.

The purpose of the projection calculation layer is to minimize 
irrelevant features in context representation. Our method is to project 
the context representation ℎ𝑖 through the fully-connected layer trans-
formation to the direction of irrelevant features ℎ−𝑖  to find the irrelevant 
features in it. Then, these irrelevant features are removed to obtain a 
new context representation ℎ̄𝑖1, which is formulated as follows: 

ℎ̄𝑖1 = ℎ̂𝑖 −

⎛

⎜

⎜

⎜

⎝

ℎ̂𝑖 ⋅ ℎ−𝑖 ⋅ ℎ−𝑖
|

|

|

ℎ−𝑖
|

|

|

2

⎞

⎟

⎟

⎟

⎠

(14)

where, ||
|

ℎ−𝑖
|

|

|

2 represents the square of the length of ℎ−𝑖 , and ℎ̂𝑖 is the 
context representation after the fully connected layer.
6 
3.4.2. Gaussian adaptive selector
Different from the fusion projection distiller, the task of the module 

is to select the most relevant features from the context representation. 
To this end, we introduce the Gaussian Adaptive Attention Mechanism 
(GAAM) (Ioannides et al., 2024), which aims to enable the model 
to focus on the most relevant features in the context by adaptively 
adjusting the distribution of attention.

The overall framework of the component is shown in Fig.  5. In the 
module, we use the dot-product attention mechanism to calculate the 
attention weight of context representation ℎ̂𝑖, and the specific formula 
is as follows: 
𝑊 = Sofrmax

(

𝑄 ⋅𝐾𝑇 ) (15)

where, 𝑄 indicates the query matrix, 𝐾 indicates the key matrix, and 
𝑊  indicates the normalized attention weight. In order to better capture 
the relation between various features in the context representation, we 
use the mean 𝜇 of input sequence 𝑘𝑖 to determine the relative position 
relation between each element in ℎ̂𝑖 and the center position of the 
sequence, and 𝜇 can further adjust the position weight of features in the 
attention distribution through the learning offset 𝜇𝑜𝑓𝑓𝑠𝑒𝑡, the specific 
formula is as follows: 

𝜇 = 1
𝑛

𝑛
∑

𝑗=1
𝑘𝑖 + 𝜇𝑜𝑓𝑓𝑠𝑒𝑡 (16)

𝐷𝑖 = |

|

𝑙𝑖 − 𝜇|
|

(17)

where, 𝑛 represents the sequence length, 𝑙𝑖 represents the position 
sequence composed of each element position in 𝑘𝑖, and 𝐷𝑖 represents 
the distance of each element position in 𝑘𝑖 relative to the mean 𝜇. 
Then, we use standard deviation 𝜎 and distance 𝐷𝑖 to calculate the 
Gaussian distribution weight, with the standard deviation dynamically 
calculated. The specific formula as follows: 

𝜎 =

√

√

√

√

1
𝑛

𝑛
∑

𝑗=1

(

𝑘𝑖 − 𝜇
)2 (18)

𝐺𝑖 = exp

(

−1
2
⋅
(

𝐷𝑖
𝜎

)2
)

(19)

�̂�𝑖 =
𝐺𝑖

∑𝑛
𝑖=1 𝐺𝑖

(20)

where, 𝐺𝑖 and �̂�𝑖 represent the original Gaussian distribution weight 
and the normalized Gaussian distribution weight, respectively. In the 
model, as 𝜇 and 𝜎 change, the Gaussian weights of different positions 
will also change accordingly, thus dynamically adjusting the attention 
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weights of each position. Specifically, when a position is closer to the 
central position 𝜇, the greater the Gaussian weight, the higher the 
importance of the position; Conversely, the farther a position is from 
the central position 𝜇, the smaller the Gaussian weight and the lower 
the importance of the position.

Finally, we multiply the Gaussian distribution weight �̂�𝑖 by the 
dot-product attention weight 𝑊  to achieve dynamic calibration of the 
attention distribution, so that the features closer to the central position 
gain higher importance, as follows: 
𝑊 = �̂�𝑖 ⋅𝑊 (21)

ℎ𝑖2 = 𝑊 ⋅ 𝑉 (22)

where, 𝑊  is the final attention weight, ℎ𝑖2 is the final output represen-
tation, and 𝑉  is the value matrix.

3.4.3. Bidirectional semantic distillation strategy
As shown in Algorithm 1, we input the context representation ℎ𝑖

into the fully connected layer and input the output into the fusion pro-
jection distiller and Gaussian adaptive selector respectively for further 
processing. In the fusion projection distiller, we use the fusion attention 
strategy and vector projection to maximize the recognition and remove 
the irrelevant features in the context representation ℎ𝑖, thus obtaining 
an optimized context representation ̄ℎ𝑖1. In the Gaussian adaptive selec-
tor, we mainly use the Gaussian adaptive attention mechanism to select 
the relevant features in ℎ𝑖, so as to obtain the context representation ̄ℎ𝑖2. 
Finally, we combine ℎ̄𝑖1 and ℎ̄𝑖2 to generate a higher quality context 
representation, as follows: 
ℎ̄𝑖 = ℎ̄𝑖1 + ℎ̄𝑖2 (23)

where, ℎ̄𝑖 is the final context representation.
Algorithm 1: Bidirectional Semantic Distiller

Input: The sentence representation 𝐱𝑖𝑛, the context 
representation ℎ𝑖, and the context representation after 
the fully connected layer is denoted as ℎ̂𝑖.

Output: The higher-quality context representation ℎ̄𝑖
1  for r in [𝐱𝑖𝑛,ℎ𝑖] do
2 𝐴𝑑𝑜𝑡 <= get_dot_ind(ℎ, 𝐱);
3 𝐴𝑖𝑛𝑣 <= get_inv_ind(ℎ, 𝐱);
4 𝐴′

𝑖𝑛𝑣 <= get_newinv_ind(𝐴𝑑𝑜𝑡, 𝐴
′
𝑖𝑛𝑣);

5 ℎ−𝑖 <= get_f inal_ind(ℎ, 𝐱);
6 for i in ℎ̂𝑖 do
7 ℎ̄𝑖1 <= get_f inal_one(ℎ̂);
8 end 
9 for i in ℎ̂𝑖 do
10 𝜇 <= get_mean(ℎ̂𝑖);
11 𝜎 <= get_sta(ℎ̂𝑖);
12 ℎ̄𝑖2 <= get_f inal_two(𝜇, 𝜎, ℎ̂𝑖);
13 end 
14 ℎ̄𝑖 <= ℎ̄𝑖1 + ℎ̄𝑖2;
15 return ℎ̄𝑖;
16 end 

3.5. Contrastive learning

The contrastive learning framework we designed consists of a data 
augmentation layer and a feature transformation layer to help the 
model better learning and distinguishing between similar relations 
and highly abstract relations. Specifically, this goal is achieved by 
maximizing the similarity of enhanced representations from different 
data of the same representation vector and minimizing the similarity 
between the enhanced representations from other samples in the same 
batch.
7 
Fig. 6. Examples of three different data augmentation strategies. (a) The process 
of random mask strategy processing; (b) The process of feature cutoff strategy 
processing;(c) The process of Dropout strategy processing.

3.5.1. Data augmentation layer
The data augmentation layer is designed to magnify the seman-

tic differences between similar contexts and help the model distin-
guishing between difficult relation types without destroying relational 
semantics. To this end, we compare three different combinations of 
data enhancement strategies: Dropout (Gao et al., 2021) and random 
mask (Hinton, 2012), Dropout and feature cutoff (Shen et al., 2020), 
and random mask and feature cutoff, and the specific examples are 
shown in Fig.  6.

The effectiveness of the random mask strategy has been fully ver-
ified (Tian et al., 2022). The method is similar to dropout, which 
randomly masks a part of the feature elements in the context repre-
sentation by a preseting probability, thus preventing the model from 
over-relying on them. In our experiment, we generate a random mask 
matrix with the same shape as the embedding matrix by setting a 
specific mask probability. We then multiply it with the embedding 
matrix element by element, and set the element at the corresponding 
positions to zero.

The feature cutoff strategy can effectively reduce the interference 
to the overall semantic of the sentence, maintain the consistency of the 
context semantics to the maximum extent, and weaken the influence 
of some features in the representation. In the experiment, we truncate 
some dimensions of input features by setting certain feature dimensions 
to zero in the embedding matrix, which avoids the model from relying 
on some specific features.

The effectiveness of Dropout as one of the simplest and most ef-
fective data augmentation strategies has been proven by various stud-
ies (Hinton, 2012). In the experiment, we set specific probabilities 
and randomly set certain elements in the embedding matrix to zero 
to weaken the model from relying on specific features and avoid 
overfitting.

We use a combination strategy for different data augmentation 
strategies, which involves simultaneously applying different data aug-
mentation strategies to the same input to generate two different en-
hanced representations of the same input. The experimental results 
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show that the combination strategy can improve the diversity of data 
and the robustness of the model. In this paper, a combination strategy 
of random mask and feature cutoff is chosen.

3.5.2. Contrastive learning strategy
As shown in Algorithm 2. For input representation ℎ̄𝑖, we apply 

random mask and feature truncation strategies to it respectively in 
the data augmentation layer to generate its enhanced representation 
𝑧𝑟𝑖  and 𝑧𝑑𝑖 . Then, we linearly transform the enhanced representation 
with a fully connected layer and transform it into a uniform length 
representation �̂�𝑟𝑖 , �̂�𝑑𝑖  by a normalization layer, making it better suited 
for similarity measurement. Finally, following the SimCLR contrastive 
learning framework, we choose to use the InfoNCE loss function for 
presentation optimization. The specific formula is as follows: 

𝑚𝑖𝑗 =
𝑧𝑟𝑖 ⋅

(

𝑧𝑑𝑗
)𝑇

𝜏
(24)

𝐿𝐶𝑡𝑟 = − 1
𝑁

𝑁
∑

𝑖=1
log

exp
(

𝑚𝑖𝑗
)

∑𝑁
𝑗=1 exp

(

𝑚𝑖𝑗
)

(25)

where, 𝜏 represents the temperature parameter, 𝑚𝑖𝑗 represents the 
similarity matrix between the two enhanced representations, and 𝑁
represents the batch size.
Algorithm 2: Contrastive Learning

Input: The context representation ℎ̄𝑖 processed by the 
bidirectional semantic distiller, temperature 𝜏, mask 
probability, feature truncation ratio

Output: Contrastive learning loss 𝐿𝐶𝑡𝑟

1  for i in ℎ̄𝑖 do
2 𝑧𝑟𝑖 <= mark_aug(ℎ̄𝑖, 𝑚𝑎𝑠𝑘 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦);
3 𝑧𝑑𝑖 <= truncation_aug(ℎ̄𝑖, 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑡𝑟𝑢𝑛𝑐𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑖𝑜);
4 �̂�𝑟𝑖 <= process_layer(𝑧𝑟𝑖 );
5 �̂�𝑑𝑖 <= process_layer𝑧𝑟𝑖 );
6 𝐿𝐶𝑡𝑟 <= com_loss(�̂�𝑟𝑖 , �̂�

𝑑
𝑖 , ℎ̄𝑖);

7 return 𝐿𝐶𝑡𝑟;
8 end 

3.6. Semantic matching

3.6.1. Fine-grained matching score
We divide the complete input sentence into context, head entity 

and tail entity, and match them with the relation description ac-
cordingly. Specifically, first we encode the input sentence 𝑋𝑖 to ob-
tain the corresponding representation 

(

ℎ𝑖[
𝐸ℎ

], ℎ𝑖, ℎ𝑖[𝐸𝑡
]

)

. Then, we input 
the context representation ℎ𝑖 into the context bidirectional semantic 
distiller for processing, resulting in a new sentence representation 
(

ℎ𝑖[
𝐸ℎ

], ℎ𝑖, ℎ𝑖[𝐸𝑡
]

)

. At the same time, relation description 𝑝 is encoded 
to obtain relation description representation (𝑑ℎ, 𝑑𝑣.𝑑𝑡). Finally, the 
formula for calculating the matching score between input sentence 𝑋𝑖
and relation description 𝑝 is as follows:

𝑓
(

𝑋𝑖, 𝑝
)

= 𝛼 ⋅
[

sim
(

ℎ𝑖[
𝐸ℎ

], 𝑑ℎ
)

+ sim
(

ℎ𝑖[
𝐸𝑡

], 𝑑𝑡
)]

+ (1 − 2𝛼) ⋅ sim
(

ℎ𝑖, 𝑑
𝑣
)

(26)

where, 𝛼 indicates the balance parameter, and the default setting is 
0.33. sim (, ) represents the cosine similarity calculation function, and 
𝑓
(

𝑋 , 𝑝
) represents the final match score.
𝑖

8 
3.6.2. Marginal rank loss
In order to further refine the relation feature space and improve 

the accuracy of matching, we introduce an efficient multi-negative 
sample strategy to achieve joint optimization based on the original 
marginal ranking loss. Specifically, we select negative samples based on 
similarity, adopt top-k method to treat the first k negative samples as 
hard negative samples, and treat the negative samples whose similarity 
is lower than hard negative samples as semi-hard negative samples. 
In the matching process, let the model not only pays attention to the 
hard negative sample 𝑝𝑛𝑒𝑔𝑡𝑗  with the highest similarity to the positive 
sample, but also pays attention to the semi-hard negative sample 𝑝𝑛𝑒𝑔𝑏𝑗
with slightly lower similarity to the positive sample, but still has certain 
interference. The specific ranking loss calculation formula is as follows: 

𝐿𝑀𝑟𝑡
𝑖 = max

(

0,max
𝑖≠𝑗

(

𝑓
(

𝑋𝑖, 𝑝
𝑛𝑒𝑔𝑡
𝑗

))

− 𝑓
(

(𝑋𝑖, 𝑝𝑦𝑖 )
)

+ 𝑔𝑎𝑚𝑡

)

(27)

𝐿𝑀𝑟𝑏
𝑖 = max

(

0,max
𝑖≠𝑗

(

𝑓
(

𝑋𝑖, 𝑝
𝑛𝑒𝑔𝑏
𝑗

))

− 𝑓
(

(𝑋𝑖, 𝑝𝑦𝑖 )
)

+ 𝑔𝑎𝑚𝑏

)

(28)

𝐿𝑀𝑟 = 1
𝑁

𝑁
∑

𝑖=1

(

𝐿𝑀𝑟𝑡
𝑖 + 𝐿𝑀𝑟𝑏

𝑖
)

(29)

where, 𝑁 denotes the batch size, and 𝑔𝑎𝑚𝑡 and 𝑔𝑎𝑚𝑏 are boundary 
parameters for marginal ranking loss. After 𝐿𝑀𝑟 optimization, the 
model can make the input sentence closer to the correct relation 
description, while moving away from the most similar but incorrect 
relation description, and slightly less similar relation description. The 
final loss function of the whole model is as follows: 

𝐿 = 𝐿𝑅𝑒𝑣 + 𝐿𝐶𝑡𝑟 + 𝐿𝑀𝑟 (30)

4. Experiments

4.1. Datasets

To evaluate the performance of different methods on zero-shot 
relation extraction (ZeroSRE) task, we use two datasets commonly used 
in this field: FewRel (Han et al., 2018) and Wiki-ZSL (Chen & Te Li, 
2021).

FewRel is a Wikipedia-based human-annotated dataset specifically 
designed for being used with few-shot task. However, as long as the 
training set and the test set do not contain the same relation type, it 
can also be applied to zero-shot task. It contains 80 classes of relations, 
each consisting of 700 sentence instances.

Wiki-ZSL is a dataset derived from Wiki-KB and generated by remote 
supervision. Wiki-ZSL has more data noise, but its relation types are 
richer than FewRel. It contains 113 classes of relations and 93383 
sentence instances.

Following the method of Li, Bai et al. (2024), our experiments 
randomly select 𝑚 ∈ {5, 10, 15} class relations as the test set, 5 class 
relations as the validation set, and the remaining relations as the train-
ing set. All experiments were conducted on datasets with 5 different 
random seed partitions, and the average results of each experiment 
were reported.

4.2. Evaluation metrics

In our experiment, F1 score is used as the main evaluation met-
rics. The F1 score is a harmonic average of Precision and Recall, 
which can effectively reflect the performance of the model in tasks 
with an unbalanced number of class instances. In addition, we also 
reported the accuracy and recall corresponding to F1 scores to more 
comprehensively evaluate the performance of the model.
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4.3. Baselines

We contrast our method with the following methods:
AlignRE (Li, Zhang et al., 2024) improves the performance of the Ze-

roSRE task through coding pattern alignment and semantic alignment, 
reducing manual intervention in prototype construction.

RE-Matching (Zhao et al., 2023) realizes the matching of entity and 
context separation for the first time, and effectively filters out irrelevant 
information in the context.

SUMASK (Li et al., 2023) uses large language models to improve 
the performance of ZeroSRE tasks through recursive text summary and 
question answering framework.

REA (Layegh et al., 2024) proposes a novel ‘‘Refine-Estimate-Answer
prompting strategy, leveraging pre-trained large models to progres-
sively optimize information processing in the zero-shot relation extrac-
tion task.

NSP-RTE (Liao et al., 2024) transforms zero-shot relational triple 
extraction into a next-sentence prediction task, eliminating the need for 
sample synthesis and effectively enhancing the generalization ability of 
model.

ZRCM (Zhu et al., 2022) is a ZeroSRE method based on contrastive 
learning, which improves model generalization ability by designing 
negative sample generator and multi-task learning structure.

RelationPrompt (Chia et al., 2022) completes the zero-shot relation 
triple extraction task by generating synthetic data with a prompt lan-
guage model, and it designs a triplet search and decoding method to 
improve the effect of extracting multiple relational triples from a single 
sentence.

NoGen (Chia et al., 2022) method has the same setting as Rela-
tionPrompt, but it does not use the generated synthetic sample for 
training.

PromptMatch (Sainz et al., 2021) is a ZeroSRE model based on 
the most advanced full encoding technology, which concatenates input 
pairs through BERT and models their fine-grained semantic interactions 
in depth.

ZS-BERT (Chen & Te Li, 2021) is a Siamese network ZeroSRE model 
using BERT as an encoder. By combining classification loss and metrics-
based loss, the representation space is optimized to improve the effect 
of nearest neighbor search.

We select these specific baseline methods primarily for their inno-
vation and representativeness in the ZeroSRE task. They encompass 
diverse technical approaches and implementations, including semantic 
matching, prompt learning, classification networks, and contrastive 
learning. These methods provide a comprehensive comparative per-
spective, allowing us to more effectively demonstrate the advantages 
and innovations of our proposed approach.

4.4. Implementation details

We used BERT-base-uncased and Sentence-BERT as pre-trained en-
coders for the input sentence and relation descriptions, respectively, 
and fine-tuned them to the task requirements. We use the AdamW 
optimizer with the learning rate set to 2e−6, epochs of 5, temperature 
𝜏 of 0.05, and mask probability of 0.15. In order to achieve the best 
performance for the model on both datasets, we optimize the other 
parameters: the feature truncation ratios for FewRel and Wiki-ZSL are 
set to 0.2 and 0.1, respectively, and the batch sizes were 32 and 128, 
respectively. All experiments were performed in the NVIDIA GeForce 
RTX 3090.
9 
Fig. 7. Change in Matching F1 score for different number of unseen relations.

4.5. Experimental results

4.5.1. Main results
In Table  1, we compare the results of different methods in predicting 

different m unknown relations. The experimental results show that 
SDZRE significantly outperforms the previous best baseline model on 
both datasets, achieving the current SOTA results. On predicting three 
different numbers of unknown relations, SDZRE increases the F1 values 
in FewRel by 4.70%, 5.25%, and 2.75%, and in Wiki-ZSL by 1.05%, 
6.58%, and 0.7%, respectively, compared to the State-of-the-Art meth-
ods. In addition, our method provides a significant improvement over 
baseline RE-Matching. In predicting three different quantity unknown 
relations, F1 values in FewRel are increased by 5.21%, 8.73% and 
6.40%, respectively, and F1 values in Wiki-ZSL are increased by 9.37%, 
7.06% and 2.63%, respectively. These results demonstrate the excellent 
performance of SDZRE in terms of its effectiveness in ZeroSRE tasks and 
its ability to predict more unknown relations.

Fig.  7 shows the F1 score changes of some baseline models and 
SDZRE under different numbers of unknown relations. As the value of m 
increases (from 5 to 15), the F1 scores of all models gradually decrease 
on both datasets. Analyzing the reason for this result, we believe that 
with the increase of m

value, it means that the model needs to identify and distinguish 
more kinds of relations. How to effectively alleviate this problem is 
also a worthy direction for future research. In addition, the F1 scores 
of all models on FewRel dataset are generally higher than those on 
Wiki-ZSL dataset, indicating that Wiki-ZSL dataset (remotely supervised 
generation) brings greater challenges to model learning.

4.5.2. Ablation study
To further verify the contribution of SDZRE modules, we have 

conducted ablation study, and the results are shown in Table  2.
After removing the contrastive learning module (w/o Ctr.) from the 

model, the performance of the model decreases significantly: 1.83% on 
the FewRel dataset and 3.00% on the Wiki-ZSL dataset, indicating that 
the contrastive learning framework we design effectively improves the 
ability of the mode to recognize similar relations and deal with complex 
semantics.

After removing the bidirectional semantic distiller (w/o Bid.), the 
model directly uses the original context representation to make match 
prediction. We can notice a significant decrease in the performance of 
the experimental results: 2.37% on the FewRel dataset and 3.99% on 
the Wiki-ZSL dataset, indicating that the bidirectional semantic distiller 
plays an important role in weakening the interference of irrelevant 
features and strengthening relevant features.

After removing the multi-negative sample strategy (w/o Mult.), the 
model uses only randomly selected negative samples in the matching 
process. The experimental results show that the performance of the 
model decreases by 1.75% on the FewRel dataset and 0.29% on the 
Wiki-ZSL dataset, indicating the importance of adopting multi-negative 
sample strategy in improving the robustness of the model and the 
ability to handle complex matching tasks.

After removing the semi-hard negative sample strategy (w/o Semi.), 
the model uses hard negative samples only by the Top-K method in the 
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Table 1
Results (%) of REDBM and baseline methods on the FewRel and Wiki-ZSL datasets. m represents the number of unknown relations, and bold represent the best results.
 Unseen Method FewRel Wiki-ZSL

 relation Prec. Rec. F1 Prec. Rec. F1

 

m = 5

ZS-BERT (Chen & Te Li, 2021) 76.96 78.86 77.90 71.54 72.39 71.96 
 PromptMatch (Sainz et al., 2021) 91.14 90.86 91.00 77.39 75.90 76.63 
 RelationPrompt (Chia et al., 2022) 90.15 88.50 89.30 70.66 83.75 76.63 
 NoGen (Chia et al., 2022) 72.36 58.61 64.57 51.78 46.76 48.93 
 ZRCM (Zhu et al., 2022) 86.70 84.51 85.60 76.15 77.1 76.6  
 SUMASK (Li et al., 2023) 78.27 72.55 75.30 75.64 70.96 73.23 
 RE-Matching (Zhao et al., 2023) 92.82 92.34 92.58 78.19 78.41 78.30 
 AlignRE (Li, Zhang et al., 2024) 93.30 92.90 93.09 83.11 80.30 81.64 
 REA (Layegh et al., 2024) 92.57 84.7 88.46 78.88 68.8 73.38 
 NSP-RTE (Liao et al., 2024) 87.98 86.06 87.00 87.35 86.01 86.62 
 SDZRE 97.79 97.80 97.79 88.93 86.44 87.67 
 

m = 10

ZS-BERT (Chen & Te Li, 2021) 56.92 57.59 57.25 60.51 60.98 60.74 
 PromptMatch (Sainz et al., 2021) 83.05 82.55 82.80 71.86 71.14 71.50 
 RelationPrompt (Chia et al., 2022) 80.33 79.62 79.96 68.51 74.76 71.50 
 NoGen (Chia et al., 2022) 66.47 48.28 55.61 54.87 36.52 43.80 
 ZRCM (Zhu et al., 2022) 53.67 53.96 53.81 62.41 64.16 63.27 
 SUMASK (Li et al., 2023) 64.77 60.94 62.80 62.31 61.08 61.69 
 RE-Matching (Zhao et al., 2023) 83.21 82.64 82.93 74.39 73.54 73.96 
 AlignRE (Li, Zhang et al., 2024) 86.41 85.14 86.41 75.00 73.26 74.10 
 REA (Layegh et al., 2024) 82.26 79.47 80.85 73.15 61.2 66.64 
 NSP-RTE (Liao et al., 2024) 82.59 80.68 81.62 76.05 72.81 74.32 
 SDZRE 91.64 91.68 91.66 81.43 80.38 80.90 
 

m = 15

ZS-BERT (Chen & Te Li, 2021) 35.54 38.19 36.82 34.12 34.38 34.25 
 PromptMatch (Sainz et al., 2021) 72.83 72.10 72.46 62.13 61.76 61.95 
 RelationPrompt (Chia et al., 2022) 74.33 72.51 73.40 63.69 67.93 65.74 
 NoGen (Chia et al., 2022) 66.49 40.05 49.38 54.45 29.43 37.45 
 ZRCM (Zhu et al., 2022) 40.27 40.72 40.50 33.47 33.47 35.01 
 SUMASK (Li et al., 2023) 44.76 41.13 42.87 43.55 40.27 41.85 
 RE-Matching (Zhao et al., 2023) 73.80 73.52 73.66 67.31 67.33 67.32 
 AlignRE (Li, Zhang et al., 2024) 77.63 77.00 77.31 69.01 67.52 68.26 
 REA (Layegh et al., 2024) 64.34 68.68 66.44 58.2 52.6 55.25 
 NSP-RTE (Liao et al., 2024) 76.24 74.83 75.51 69.85 68.71 69.25 
 SDZRE 80.68 79.46 80.06 69.60 70.30 69.95 
matching process. The experimental results show that the performance 
of the model decreases by 1.17% on the FewRel dataset and 0.39% 
on the Wiki-ZSL dataset, indicating the importance of using Top-K 
method to select effective negative samples and these negative samples 
in improving the generalization ability of the model.

The results of the ablation study show that all of our proposed 
methods play an important role, which underscores the effectiveness 
of the overall framework we designed to enhance the model to handle 
complex tasks and improve accuracy.

4.6. Qualitative analysis

4.6.1. Combination of different data augmentation strategies
To demonstrate the impact of different combinations of data aug-

mentation strategies, we experimentally observe the experimental re-
sults under the pairwise combinations of Dropout, random mask, and 
feature cutoff, and the results are shown in Table  3. It can be seen that 
the combination of random mask and feature cutoff performs the best 
among all strategy combinations. We believe that this is due to the 
combination can generate more representative and robust features in 
contrastive learning, thereby improving the performance of the model 
on different datasets. Especially when dealing with complex and noisy 
data sets, the combination shows the potential to significantly enhance 
model generalization. In this paper, the combination of random mask 
and feature cutoff is selected for data enhancement.

4.6.2. Visualization of relation representation
In order to further observe how our method learns better relation 

representations, we randomly select 5 types of relations as unknown 
relations in FewRel dataset, and use t-SNE (Van der maaten & hinton, 
2008) to reduce dimension visualization of the representation of un-
known relations. The results are shown in Fig.  8. As can be seen from 
Fig.  8(a), the data points are relatively mixed and dense, especially for 
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Table 2
Ablation study (%) of our method, we uniformly choose the experimental results when 
m = 10.
 Dataset Method Prec. Rec. F1  
 
FewRel

w/o Ctr. 90.00 87.65 89.83 
 w/o Bid. 89.42 89.16 89.29 
 w/o Mult. 90.08 89.75 89.91 
 w/o Semi. 90.50 90.49 90.49 
 Our 91.64 91.68 91.66 
 
Wiki-ZSL

w/o Ctr. 79.47 76.40 77.90 
 w/o Bid. 79.48 79.61 76.91 
 w/o Mult. 81.97 79.29 80.61 
 w/o Semi. 81.30 79.74 80.51 
 Our 81.43 80.38 80.90 

blue and yellow data points, indicating that there are similar relations 
in these instances, and RE-Matching fails to distinguish these relations 
effectively. However, as shown in Fig.  8(b), the data points of the same 
color are relatively concentrated and the distribution among different 
categories is scattered. We believe that by introducing contrastive 
learning combined with bidirectional semantic distiller, SDZRE focuses 
more on core semantic features and generates diverse representations 
through different strategies. This enables more effective differentiation 
between instances and helps mitigate the interference caused by similar 
relations.

4.6.3. Different context semantic distillation methods
To further observe the influence of the contextual semantic distilla-

tion method, we split the bidirectional semantic distiller into a fusion 
projection distiller and a Gaussian adaptive selector, while keeping 
other conditions unchanged. We conduct comparative experiments, 
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Table 3
Comparison of F1 scores of different combinations of data augmentation strategies (m 
= 10).
 Data augmentation strategy FewRel Wiki-ZSL

 Dropout+ Random mask 90.30 80.56  
 Dropout+ Feature cutoff 90.20 80.38  
 Random mask+ Feature cutoff 91.66 80.90  

Fig. 8. Visualization of relation representation on FewRel datasets. The figure com-
pares the clustering effect of RE-Matching and SDZRE methods, with different colors 
representing different categories.

Table 4
Performance of SDZRE under different contextual semantic distillation methods 
(FewRel, m = 15).
 Method Prec. Rec. F1  
 Fusion projection distiller 80.13 78.53 79.32 
 Gaussian adaptive selector 79.61 78.49 79.05 
 Both 81.75 79.46 80.06 

and the results are shown in Table  4. It can be seen that although 
each module can bring some improvement separately, their synergy 
is more significant. By analyzing the reasons, we believe that the 
combination of fusion projection distiller and Gaussian adaptive se-
lector can not only complement each other in model performance, 
but also improve context awareness and information extraction capa-
bilities through architecture optimization, so as to achieve the best 
experimental results.

4.6.4. Inference efficiency analysis
To further analyze the efficiency of the proposed method, we com-

pare the inference time and the corresponding F1 score for m = 10 
on two datasets FewRel and Wiki-ZSL, and the results are shown in 
Fig.  9. It can be seen that SDZRE significantly improves F1 scores on 
both datasets, while simultaneously achieving faster inference speeds. 
We believe that this is primarily due to the fine-grained semantic 
matching mechanism, which enables the model to more accurately 
identify relations, thereby reducing unnecessary computation steps and 
improving inference efficiency. Additionally, the designed semantic 
distiller effectively eliminates irrelevant features, allowing the model 
to focus more on the most relevant information for relation matching, 
further reducing computational complexity and enhancing inference 
efficiency. Although SDZRE incurs some additional inference time com-
pared to RE-Matching and AlignRE, its overall performance advantage 
remains significant. Our analysis suggests that this is mainly because 
the introduction of contrastive learning and the multi-negative sample 
strategy, while enhancing the generalization ability of model, also 
increases computational load and inference time to some extent.

We conducted a complexity comparison analysis of SDZRE and 
the previous advanced methods, AlignRE, NSP-RTE and RE-Matching. 
Table  5. shows the resource and training time consumption of the three 
methods under the same experimental conditions. We can observe that 
GPU memory usage is roughly comparable across the methods, with 
no significant resource wastage. however, our method demonstrates 
11 
Table 5
Complexity Analysis of SDZRE (FewRel m = 15).
 Method FewRel (m = 15)
 GPU CPU Parameter quantity Train time
 RE-Matching 1.76 MB 1.4% 111.30 million 10.52 min
 AlignRE 1.73 MB 1.2% 110.48 million 12.02 min
 NSP-RTE 1.83 MB 1.4% 108.50 million 12.34 min
 SDZRE 1.79 MB 1.1% 113.66 million 13.54 min

Fig. 9. Performance and inference speed of different methods on different data sets 
(m = 10).

Fig. 10. Effect of different boundary parameters on model performance.

greater efficiency in CPU resource utilization. Although SDZRE incorpo-
rates modules such as a bidirectional semantic distiller and contrastive 
learning, which results in a slightly higher number of parameters 
compared to the other methods, which does not significantly increase 
the overall computational burden. Overall, our method is more resource 
efficient. Due to the inclusion of mechanisms like contrastive learning 
and a multi-negative sample strategy, the training time of SDZRE is 
slightly longer than that of the other methods, but the difference is not 
substantial, making its training time consumption acceptable.

Overall, compared to previous advanced methods, SDZRE signif-
icantly enhances model performance by introducing more complex 
mechanisms, while maintaining efficient inference and lower com-
putational resource consumption. This ultimately achieves the best 
performance to date.

4.6.5. Hyper-parameter analysis
We also experimentally observe the effect of hyper-parameters on 

model performance, especially for two key boundary parameters. 𝑔𝑎𝑚𝑡
and 𝑔𝑎𝑚𝑏 are the key parameters in the marginal ranking loss function, 
which are used to control the minimum value of the similarity gap 
between positive and negative samples, so as to ensure that the model 
can effectively distinguish between positive and negative samples, so 
as to improve the discrimination ability and robustness of the model. 
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Fig. 11. The impact of temperature parameter 𝜏 on model performance.

Fig. 12. The impact of data augmentation parameters on model performance.

In the experiment, we observe the effect of hyper-parameters 𝑔𝑎𝑚𝑡 and 
𝑔𝑎𝑚𝑏 on the performance of the model under the condition of a fixed 
selection process. To ensure the comparability of the experiments, 𝑔𝑎𝑚𝑏
is set to 0.00 by default in the left charts of Fig.  10, while the optimal 
value of 𝑔𝑎𝑚𝑡 in the right charts is fixed. As can be seen from Fig.  10, 
the performance curves on the two data sets show a similar trend. As 
the hyper-parameter increases from 0 to 0.06, the model performance 
begins to decline, indicating that the optimal values of the two hyper-
parameters on different data sets are the same. In addition, model 
matching does not break down even if 𝑔𝑎𝑚𝑡 and 𝑔𝑎𝑚𝑏 keep increasing, 
showing the good robustness of our method.

In our experiments, under the condition of a fixed selection process, 
we observed the impact of the temperature parameter 𝜏 on model 
performance. As shown in Fig.  11, when 𝜏 is too small (e.g., 0.01) or too 
large (e.g., 0.2), the model performs worse on the FewRel dataset. Our 
analysis suggests that when 𝜏 is too small, the similarity differences 
are amplified, making the model less sensitive to noise. Conversely, 
when 𝜏 is too large, the similarity distribution becomes overly smooth, 
weakening the ability of model to distinguish negative samples. Based 
on our experiments, we selected 𝜏 = 0.05 as the optimal value.

Under the condition of a fixed selection process, we observed the 
impact of data augmentation parameters on model performance. As 
shown in Fig.  12, as the masking probability and truncation ratio 
increase, the performance of model on the FewRel dataset generally 
follows a trend of initial improvement followed by decline. Our analysis 
suggests that a higher masking probability may excessively disrupt the 
core semantics, while an increased truncation ratio may lead to the loss 
of critical features to some extent. Therefore, based on our experiments, 
we selected appropriate masking probabilities and truncation ratios to 
effectively control the augmentation strength.
12 
5. Conclusions

This paper proposed a semantic distillation method SDZRE for 
ZeroSRE task. This method used a bidirectional semantic distiller and a 
contrastive learning strategy to construct a semantic distillation frame-
work, which highlighted important semantic relations by strengthening 
major features and weakening irrelevant features. It amplified the 
subtle differences between similar relations, so as to effectively deal 
with complex context interference. A fine-grained semantic matching 
method was used to introduce the multi-negative sample strategy in-
cluding hard negative samples and semi-hard negative samples based 
on similarity, which further improved the generalization ability of 
the model to different semantic boundaries. The experimental results 
showed that SDZRE could achieve significantly higher SOTA results 
than the current methods, while maintaining faster inference speed and 
achieving double improvement of performance and efficiency.

Although our method significantly have improved the performance 
of the ZeroSRE task, it still suffers from noise data on the Wiki-ZSL 
dataset. Through manual inspection of error cases, we found that 
some of the noise in Wiki-ZSL originates from entity linking errors 
in distant supervision, which causes the model to confuse entities 
with contextual information, thereby affecting the accuracy of relation 
extraction. Additionally, although we have optimized the inference 
speed, the issue of decreased inference speed still persists as the number 
of unknown relations increases. This is a common bottleneck faced in 
the current zero-shot relation extraction field. Our future work will 
focus on addressing these two issues.
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